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10.2. Different Types of Matrices 

1. Zero Matrix or Null Matrix. A matrix each of whose element is 
zero is called a zero matrix or null matrix. 

10 0 0 01 

o or 0 00 
0 0 0 

e.g 
0 0 

Matrices are zero mnatrices respectively of order 2 x 3;3x2 and 3 x 3. 

In general, a zero matrix of order mxn is denoted by Om xr 
Note. A matrix which is not a zeró-matrix is called a non-zero matrix. 

Square matrix. A matrix in which the number of rows is equal to 
the number of columns is called a Square matrix. 

A square matrix of order n x n called square matrix of order n. 

A matrix which is not square is called a rectangular matrix. M 
A. Row-matrix or Row-Vector. A matix of type 1 x nie, having 

only one row is called a row-mgtrix. For example, [1, -3, -7, i, 0] is a row- 
matrix of order 1 x 5. 

10.1. Matrix 

Deinition. An arrangement of mn numbers belonging to a number 

svstem F (real or complex) into m rows and n columns is called a matrix of 

(K.U. 1981) 
m=n 

n order m xn over F. 

For example: 
is a matrix of order 2x3, 

(MD.U. 1983) 
as it bas two rows and three columns. A. Column-matrix or Column-vector. A matrix of type mx 1 ie., 

having only one column is called a column-matrix. 8 (M.D.U. 1983) 
6 is a matrix of order 3 x3. (ii) 

i+2 0 
2 11 

4 For example, 7 is a column matrix of order 3x 1. 

(in) In general a matrix of order mxn can be written as 

G11 12 4n 5. Diagonal Matrix. A square matrix in which all non-diagonal
elements are zero is called a diagonal matrix. a21 a2 2n 

In symbols. The matrix A = Jajln xn is diagonal matrix if a; = 0 for 

ij. Thus 
******************** 

a;1 a2 ain 
*** ******o********* 

*********o**o*****e*nns*. 

0are diagonal matrices. 
which can be briefly written as l4lm x 01 

Note 1. We shall denote a matrix by capital latters, A, B, C... etc. 
2.The element a; is that which ocurs in the ith row and jth col. The first suffix 

Note. The diagonal matrix 0 20 can be Briefly written as 

indicates row number, while the second suffix indicates the col. number. diagonal 1,*2 *3] 
3. Members of the number system F are called scalars relative to the matrix. 4. The elements a 1 a22, 433, .. pn in which both suffixes are same, are 

6. Scalar Matrix. A diagonal matrix in which all diagonal elements 
are equal is called a scalar matrix. 

called the diagonal elements, all other are called non-diagonal elements. In symbols. The square matrix A = [4;ln xn is a scalar matrix if a, = 0 

(i) and a=k for i=j. 
Thus aj is a diagonal element ifi = jj 

aj is non-diagonal eletments if ij. 

5. The line along which the diagonal elements. 
a11,a2., Gnn lie is called the Principal Diagonal. 

and 

01 
Ois a scalar matrix. e8 -2 

0 
254 



TOPICS IN ALGEBRA 
256 MATRICES 

257 

7.Unit Matrix or Identity Matrix. A scalar matrix oforder n in which 
Remarks. The elements of a matrix will be assumed to belong to some number 

all diagonal elements are unity is called a unit or identity matrix and is 

(M.D.U. 1983) 
system say of Rationals, Reals or Complex, 

generally denoted by I 19.5. Properties of Matrix Addition 
In Symbols. A square matrix A = l4;}n xn 

Will be a unit or identity 
1. Matrix Addition is Commutative. i.e. if A and B are matrices of 

matrix if the same order, then A + B = B+A. (M.D.U. 1983) 
(aj = 0 for i«j and (i) a;= 1 for i =j. 

8. Tri-angular Matrix. These are of two types 

(a) Upper-triangular matrix. It is a matrix in which all elements 

below the principal diagonal are zero 

Proof. L.H.S. = A +B 
l4jm xn + biln x n= [(a; + bz)]m Xn 

[(bj + d)lm xn 

Elements of matrices are commutative 
for addition] e8 

= [blm xnt l4;m xn = B+A =R.H.S. 
2. Matrix Addition is Associative. If A, B, C be matrices of the sane 

(b) Lower-triangular matrix. It is a matrix in which all elementss 
order, then (A+ B) +C= A+ (B+ C). 

Proof. L.H.S. = (A +B) +C 
above the Principal diagonal are zero 

(4lm xn + biln xn)+ lglm xn 

[(aj + bi)lm xn* [ejln xn 

[(aj + b) +Cijlm xn 
= [4; + (bj + Ci)In xn 

eg, 

.Sub-matrix. Amatrix B obtained by deleting some rows or columns 
or both ofa matrix A, is called a sub-matrix of A. 

For example, if A = | 1 391 , then the matrices 

0 0 1 2 

For elements of matrices, addition 
is associative] 

labm xn + (bjlm xn + [¢ylm xm) 
A+ (B+C) = R.H.S. l.1o,0,1,21 ete. Note. Because of associative property of addition, we write 

(A+B)+C= A+ (B +C)=A+ B+C. 

3. Existence of Additive identity. Given any matrix A of order m x n, 
there exists a matrix O of order m x n, each of whose element is zero such that 

are sub-natrices ofA. 

19.3. Equality of Matrices 

Two matrices A = [ajlm xn and B =[blpxq are equal, if and only if 

) they are of the same order i.e. m =p andn=q 

(in) their coresponding elements are all equal i.e., aj=b; for all 

i andj. 

A+0 A. 
Note. The zero matrix O is called additive identity or a zero and is unique for 

a set of allmxnmatrices. 

4. Existence of Additive Inverse. Given a matrix A of order m x n; 

If A and B are two equal matrices, then we write A = B. their exists a matrix X also of the same order, so that 

Le4. Addition (sum) of two Matrices 
A+X O 

We can add two matrices only when they are of the same order and 

two such matrices are said to be conformable for addition. 

Let A = [4jm xn and B = [b;]m xn 
be two matrices of the same order 

mxn, then their sumA+B isa matrix of the same order m xn and is obtained 

by adding the corresponding elements ofA and B. 

Thus, if A= [4;lm x » B = [b;lm xn then the sum 

A+B [4lm xn + [bylm xn = la; + byln xm 

This matrix X=-[4;] is called additive inverse or Negative of A and 

we shall denote it by (-A) 
Thus if A (4i), then - A=[-aj) 
Proofs of (3) and (4) are left to the reader as an exercise. 

Ao.6. Subtraction of Two Matrices 

Let A andB be rwo matrices of the same order (type), then subtraction 

of B from A is written as A- B and is defined as sum of A and -B. 
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Hence A- B is obta ined by subtracting rom cach element of A the 
jth 

corresponding element of B. 
= (ith row of A)O. 

of 10.7. Multiplication ofa Matrix by a Scalar 

Let A =[«,,m x be any matrix and k any scalar, then the multiplication 

of A by the scalar k written as k A is a matrix of order m x n obtained by 

multiplying each elenent of A by the scalark. Thus, 

B 

b 

bi 
A= lam xm then 

b 
kA = kja;lm xn = [k.ajlm xn 

= ajbi+ d2b2i t.. +Ginbrnj 
n 

For example. If A = is a matrix of order 3 x 4 aab 
k-1 

and 5 is a scalar, then Remarks.1. If the product AB is defined, then the matrices A and B are said 
to be conformable for multiplication AB. 

10 35 40 

SA 10 15 20i 
2. If AB is defined, BA may or may not be defined. 
3. Method of multiplication is known as Row-by-Column method. 

20 10 35 
10 

A0.10Properties of Matrix Multiplication 

108. Properties of Multiplication ofa Matrix by a Scalar 

If A = [4z] and B = [b;] be any twe matrices of the same type m xn 
Property 1. Matrix Multiplication is associative. If A. B. C are 

matrices of the order m xn, nxp, px qrespectively, then 

(AB)C= A(BC). and x and y are scalars, then 
Proof. A is a matrix of order m x n, B is of order n x p. i) x{A + B) = xA+ xB 

(i) ( + y) A = xA + yA 

(ii) x(yA) = (y)A 

(v) There exist a scalar 1 so that 1.A = A. 

Proofs are easy and are left as an exercise to the readers. 

AB is a matrix of order m xp; C is a matrix of order p x q. 
(AB)C is a matrix of type m x q. 

Similarly, it is easy to see that A(BC) is a matrix of order mx q. 

Thus (AB)C and A(BC) are matrices both of the same order. 

Let A=l4lm xm B= [b;n xp C=[cgpx 
49 Multiplication of Two Matrices Now (, k)h element of the product AB 

Let A = [al and B = [b;] be two matrices, then the produced AB in 
this osder is defined if the number of columns in A (pre-factor) = the number 

of rows in B (post-factor), and 

sum of the products of clements of ith row of A and 
kth col. oftB 

= gbu= da (say) () NumbeT of rows in AB = the number of rows in A. 

() Number of columns in AB = the number of cols. in B. 

(iüi) The (, jth element of AB = sum of products of the elements of ith 

row of A with the coresponding elements of the jth column of B. 

- 1 

Now (, jth element of the product (AB)C 
= sum of the products of clements of ith row of AB 

and jth column of C 
In Symbos. If A = [4;lm xn and B = [b;}n xp be two matrices, then the 

product AB is defined and is a matrix of orderm xp. 

P 

.die 
Let AB- C=[in xp where 

Cij (, jth element of C= AB) 
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From (1) and (2), 

A(B + C) = AB + AC. 

Similarly (A+ B)C) = AC + BC. 
Property 3. If A be any n x n matrix, then 

Al, = A = I,A. Proof is left to the reader as an exercise. 

Property 4. Matrix Multiplication is not commutative. 
Prove that the product of matrices is not commutative in general i.e, 

Multiplication is associative for elements of matrices] 
prove AB BA, discussing all possibilities. ba c) Proof. Case I. AB is defined but BA is not defined. 

Let A be of order 3 x 2 and B be of order 2 x 4. = Sum of the products of elements of ith row of A with 
th column of BC 

= (i, jth element of A(BC) 

AB is defined and is a matrix of order 3 x4. 
But BA is not defined AB BA. 2) 

From (1) and (2), Case. IL. AB and BA are both defined but are of different order. 
Let A be of order 2 x 3 and matrix B of order 3 x 2. (AB)C= A(BC). 

Note. (AB)C and A(BC) both are written = ABC. 

Property 2. Distributive Laws: 
If A, B, C are three matrices of type m xn, n xp, n xp respectively, 

AB is defined and is a matrix of order 2 x2. 

BA is also defined and is a matrix of order 3 x3. 

AB BA. 

Case Il. AB and BA are both defined and both are of the same order, 
yet AB BA. 

then 

9 AB+C)= AB + AC Left: Distributive Law] 

(M.D.U 1995) 
[Right: Distributive Law] 

Let 
(i) (B +C)A =BA + CA 
To prove A(B + C) = AB + AC. 

A is a mairix of order m xn and (B + C) is a matrix of order n xp, 
therefore A(B + C) is a matrix of orderm xp. Similarly, each of the matrix 

AB, ACis of order m xp. 

be two square matrices of the same order 2 x2. 

4+21 2+151 
-2+28 -1 +20 

25 171 

26 19 AB+ AC is a matrix of order m xp. 
A(B + C) and AB+ AC are matrices of the same order. 
Now (, th element of A(B + C) 

1) 6+41 BA7 -i 5 21+20 

k-1 

Thus, AB BA. 
(4abj + a Cu) 

k-1 
Property 5. Give an exan1ple of matrices A and B such that A «0, 

B 0, but AB = 0. 

Prove that AB = 0, does not inmply either A =0 or B =0. 
[Using distributive law for elements] 

Or 
n 

Cki Proof. Let A 
k-1 

jth ele. of AB +(, Jth ele. of AC 
(i Sth ele. of (AB + AC) 

A 0, B 0 
.2) 
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3 Pnt ketvgra Powern ef Matria 

A eae aatia the A Asai a squarr matrix of the sRTB 

s A A AA.A A Hence AB BA 
Pest agasative intgen m and n. thr foliewing rsuts boid 

Example 3. By usim Prneple of Muhematical tnte ion prove thus 

OA A 
defin that A 

hen 

sapetfA = She tiuai A = 0. 
* 

n being posave integer 
Sal The eut to be proved is 

640.2 G00.0 

260.2 2.0 0.0 A 
Putting a i n (l, we get 

k zNE A i, w z RcHuae thal A =u w swwa hai rEsuit ia psved lue 

saagaie2A=} ana b= | 
1- 

2) 
order 3 3 
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L.H.S. of (2) = A*" = A*. A 
( IA = AI) 

I(1 +2k +(-4kX1) (1+ 2k- 4)+(- 4k)- 1) ] 
k.3+1( 2k)1 

IA+ AI -Al = O 
I- A+O = O 

- A = o 

A = I. k-4)+(1- 2k) (- 1)| 
EXERCISE 10 (a) Sie 

-2k-1 Perform matrix multiplication AB, where 
ab 

[1 2(k +1) -4(k + 1)] 
k+1 1-2k+ 1)=R.H.S. of (2) 

0 b ac 

be A -C 0 a 

b ac bc 

Thus, the esult is true for n = k+ 1, whenever it is true for n =k. 

Hence by induction tbe result is true for all positive integers n. 

Example 4. Define the following and give one example of each 
) ldempotent matri 

) Nilpotent matrix 

(iit) Ivouory matrix. 

Sol. () A square matrix A is said to be ldempotent ifA = A. 

Au =COS a 
-sin a coS 

Sin 

then show that 

AuAp A+p= Ag. Au 
Find the product of the matrices : 

, where i=-1. 

For exampie, the matrix A = 4 is idempotent. 
-3 4 HA = nd B-i 

(Verity that A = A). 

(i) A square matrix A is called Nipotent if there exists a positive 
ineger m such that A " = 0. lfm is the least positive integer such that A" = O, 

then m is called the index of the nilporem matrix A. 

Find AB, BA. Is AB = BA? (M.D.U. 1981 S) 

A Show that for 

A 
For example, the matrices2 are nilpotent A = O. 

(Verify that A^ = 0). 

Every upper triangular matrix is nilpotent. 
(üi) A square matrix A is said to be Involutory fA = I. 

L6. If , where i- 1. 

Verify that (A+ B)*= A+ B 

For exampie, the matrix A = | s involutory. 7. () Show that the matrix A | 

Exampe 5. Show that the matrixA is involuory, if and only if 

1+ A) (-A) = 0. 
Sol. Let A be an involutory matrix of order n. 

is a solution of the matrix equation 

A-5A+77=0. 
(b) IE fCe) = x-[x + 7, find A), where 

(KU. 1980; M.D.U. 1983) 

Then =I (K.U. 1988) 
A-I= 0 
P-A?= 0 

8. IE ) =r-[x + 6, find fA), where 

-AXI+ A) = O 
Conversely, if (1+ A})1-A) = O 

I-LA+ A-A = O 

Al = A) (KU. 1980) 

then Hint.A)=Af -SA+ 6l, find A and substitute the values of l, A and A j 
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4. 

9. Prove that matrix multiplication is distributive over matrix addition. 

(M.D.U. 1991) 

(Reproduce property 2, An. 10.10) 

sin -
31 

10 
cos 4 A sin cos 6 10. If 

Show that 9. 
sin n6 

- sin cos ne 
(M.D.U. 1994; G.N.D.U. 1981) 

10.12. Transpose ofa matrix 
11. 

A- prove that 
Let A be any given matrix of the order m xn, then a matrix obtained 

(al2+bA"= a'lh + na"- bA 

for a positive integer 

from A by changing its rows into columns and columps into rows is called the 

transpose of a matrix A and is denoted by A' which will be of the type 

n xm. 
(M.D.U. 1993) 

Determine all the idempotent diagonal matrices of order n. 

[d1 0 0.. 

0 d2 0..0 

12. In symbols.If A = [ajln x» then 0 0.. 0 A = [cgn whère cj= 0p 

jth element óf-A' = , th elemeFt of A 

For example, 
[Hint. If A2= d2 0. 

ie. **************************** 

************************** 

4 Let 

****** 
******************** 

then A=A d'=d; for i= 1,2,...n 
d=0,1 for i=1,2, 

Hence A = dia. [d4, dz, 4] for d, da dyE {0, 1} is the required 
idempotent diagonal matriz.] 

A0.13. Theorem 
IfA' and B' denote transpose of A and B, prove that 

(1) (A = A 

(2) (A + B)'= A' + B, A, B are conformable for addition 
(3) (kA)' = kA', k is any scalar 

(4) (AB)' = B'A', A, B are conformable for multiplication 

3. Show that the matrix A= is nilpotent with index 3. 
stt 

Hint. Show A* =o.] 
14. Show that the folowing matrices are involutory (MD.U. 1982) 

(5) (A") = (A)",A is a square matrix, n is a positive integer. 

Proof. (1) Let A= [am xn 
Show that the sum of two ldempotent matrices A and B is idempotent if 
AB BA= O. 

15. A' = [c;ln x m where CAji 
(AY [4ilm xn 

Answers where d= cji = aj 

(A) [4lm xn= A. 
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A [a,lx B = |b,lm xm From (1) and (2). (2) Let 

(AB) = B'A 

Cor. (A. A ... A,) = A,' . A.i.. A . A 
Putting A = Az .. = A A, where A is a sq. matrix 

(A.A.A) = A'. A.. A'.A 

(Ay (A 
Hence (A") = (AY, n being a natural number. 

A+ B is a matrix of order m xn 

(A + B) is a matix of order n x m 

Again A and B are matrices of ordcr n x m 

(A+ B) is a matrix of order n x m 

(A+ B) and (A+ B) are matrices of the samc order. 

( th element of (A + B) 
= j. i)th element of (A + B) 

= G, ith clement A + G, i)th clement of B 

= , th clement of A' + (, iJth element of B'. 

= (G jth element of (A'+ B). 

Ox4. Conjugate of a matrix 

Let A be a given matrix of order m x n over the complex number 

system, then a matrix obtained from A by replacing each of its elements by 

their corresponding complex conjugates is called the conjugate of A and is 

denoted by A, where A is also of the same orderm xn. Tbus (A +B)' = A'+B'. 

3) Let A =l4ijln xn 

(kA)' and kA' are matrices of the same order n x m. (, J)th element 

of (kA) 

In notation we can define as 

A = llmx then 

A [bln xm where b, = dj 

If 

= G, ith element of kAA 

= k{G, ixh element ofA] 

= k [(, jth element of A'] 

= ( jJth element of kAA 

(kA) = kA". 

For example, 

2 

A =| 5i+7 
2 

4 i -3 | 
5+i 4-2i 

Let -8 

4) To prove (AB)' = B'A' 2-i - 5i 

A--Si7 -8 - 4i -3 

4+2 
A= (4yn xn and B = [b;ln xp 

A' = [agln *m and B' = [Bilpx» where 

ay aj and Pj=bz 

Let 
2 5-i 

It is to be noted that conjugate complex of 5i + 7 is-5i + 7. 

Now AB is a matrix of order m xp. 10.15. Theorem 
(AB) is a matrix of orderpxm. Also B'A' is a matrix of order 

If A and B denote the conjugate of A and B, respectively, then prove 
Pxm. 1) 

(AB) and B'A' are matnces of the same order p x m. 
(4 jjth element of (AB)' 1.(A) A. 

Sla hat 

0, iyth element of AB 2. (A+B) = A + B, where A and B are conformable for addition.

3. kA) = k A, where k is any complex number. (The sum of products of clements 
of jth row of A with corresp. 
element of ith col. ofB) 

b 4. (AB)= A. B. 

5.(Ay"= (A" 
2 aj= aj and Py = bjl Proofs. Proofs for properties (1), (2) and (3) are easy and are left to the 

reader as an exercise. 

4. To prove AB = A.B. 

Let A = [4jim xn andB = [b;ln xp: where the elements aj and bj are 

over the complex field. 
= (4 Jth element of B'AA' (2) 
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A lam xm where aj = aij [ 1-2i 2+3i 4 
- 7 8i 

B = IP,xp where aj = bij; 
and 6i +5 

Now AB and A. B are matrices, both of the same order m xp. 
[1 +2i 

A =| 
(1) 2-3i th element of AB - 8i then 7 

Conjugate of the (, jth element of AB 0 - 6i+5 

1+2i -7 

A=A=2-3i -8 -6i+ 5 
4 

10.17. Theorem. If A" and B° be the transposed conjugate of A and B 

respectively, then 
1.(A = A 
2. (A+ B)' = A° + B", A, B are of the same order 

3. (kA)" = kA", k is any complex number 

4. (AB) = B°A", A, B are conformable for multiplication. 

aikbj Using 2+Z2 =Z] + 2l 

ab 
k-1

[Using 2e=~/ 1 

Proof. 

(A= (A)Y A=A 
(A+B)° = (A+ B)) = (A+B) 

= (A'+ (B)' = A"+ B" 

(kA° = (kA)Y= (kA) = k(AY 
= kA 

k-1 1. 

= (G JJth element of A .B 2. 

From (1) and (2), 

AB A.B. 
5) To prove A" = (A* 

Using the above result (4), 

3. 

(AB) (ABy = (A BY 

(B)' (A) = B'A". 

4. 

A.Ag A, =A1.A .A 
where the product on each side is defined. 

A A A, = A 
1018Symmetric Matrix 

Def. A matrix A is said to be a symmetric matrix if A' = A, ie. if the Put 

A.A.A.n terms = A.A.A.... n terms transpose of a matrix is equal to itself. 

A= [a;m 

A' [a;nm where aj = aji 

Let A" (A", n is a natural number. 
10.16. Transposed Conjugate ofa Matrix 

The transposed of the conjugate or conjugate of the transpose of a 
matrix A is called Transposed Conjugate of A and is denoted by A" or by A*. Thus 

The matrix A will be symmetric, if and only if, 

A A' 
ie if and only if m = n and a = a;= aji. Thus we have 

Definition. A square matrix A = [a} is symmetric if a; = aji for all i 

andj, i.e. 

A = (A = (A). 
Thus if A (4j), then A" - [ag] where a= di 

i.e (ijth element of A" = The conjugate complex of the (, th element of A. For example, if 

A square matrix is symmetric if and only if (G th element = (j, iJth 

element. 
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EXERCISE 10 ) 

IfA is a lermitian (Skew-Hermitían) matri, then sherw that z iA ks Skew-

Hermitian (Hermitian). 
1. Detine the following and give one suitable example in cach case: 

Transpxse ot a matrix 

() Skew-sy mmetric matrix 

() Skew-tHermitian matrix. 

2. Find the transpNse of the tollowing matrices and point out if any of them is 

svmmetric or Skew-symmetric 

12. 

() Symmetric matrix 

(in) Hermitian matrix Show that every square matríx can be uníquely expressed s the sum of a 

Hermitian and a Skew-Hermitian matrix. 
13. 

(KU. 1988 

Hint. Write A=(A+A") +; (A-A") = P+ Q and show that P" = Pand 

5 7 14. If A and B are Hermitian, show that 
0 11 (K.U. 1991 5) 

(KU. 1991 S) 
() AB+ BA is Hermitian 

(i) AB- BAisSkew-Hermitian. 

(ii) AB is Hermitian if and only if AB = BA 

(iv) BAB and ABA are Hermitian. 

-11 0 

3. 

Answers 
Verity that (AB) = BA'. 

2. m (It is a Symmetric Matrix) and B -2 
-6 

4. 

(M.D.U. 1994) ( 11 dis a Skew-symmetric Matrix). 
11 0 

Verify (AB)Y = B'A'. 

Veriy that (4) =(A) 10.20. Definition. Determinant of a Square Matrix 

() If A = [411] is a square matrix of order 1 x1 over a field F, then 
determinant of the matrix A is the number a11 EF. Thus 

det A |A|= d11 
(AB)= A. B. Verify that 

7. Prove by an example of a matrix 3 x 3, that if A is a, lower triangular matrix, 

then A' is an upper triangle matrix. 

8. IfA and Bare symmetric, show that (AB+ BA) is symmetric and (AB-BA) 

is skew-symmetric. 

11 412 a21n 

a22 a2 (in) If A=21 

************************** 

KA=| -mdB--i 
be a square matrix of order n x n over a field F, where nz 2, then we write 
determinant of A as 

9. 

verify that (AB)= B°A (M.D.U. 1993) det A= |A 
1+i 2+3 11 412. 

10. Show that the matrix1 is Hermitian. (M.D.U. 1993) a21 

= (-1)* aa det An + (-1) a2 det Azt 
Show that () A=| 1- 

1+i 2+ 3i 
11. -i is Hermitian. +(-1)" an det Ai 

E1" a, det Ay 2i 1+i 2-3i1 

(i) B=-1+i 
-2-3 

2 is Skew-Hermitian. (M.D.U. 1994) 
2 

(in B is Hermitian. a-1 det A .(1) 
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where A; is a sub-matrix of order (n - 1) x (n-1), obtained by deleting the 
throw and the jth col. of matrix A and determinant of A; is defined by applying 

induction on n. 

Proof () When r = i, 

3 

a C 
det A a.(-1)" det Aj is called expansion of det A by the 

[Take i= 1 (or 2 or 3) 

ith row. Similarly, we can write = a11C11+ a12C12 t a13C13 
a21 d23 

det A= aj -1y" det Ap 

It is known as expansion of det A by the jth column.

We observe that det A is a scalar EF. Thus, a determinant is a function 

a22 a21 .-141 as2 
on the set of all n xn square matrices over the field F. 

SJ021. Definition. Minor of an Elemént 

a21 a22 

a32 

If A = [4] is any square matrix, then det Aj called the minor of (i, jth 

entry aj of A and may be denoted by M 

= a11 det A1 -412 det Aj2 + a13 det Aj3 

= det A. 

(i) r* i 
022. Co-factor ofan Element 

3 
If A = [4] is any square matrix of order n xn, then (--1)) det Aj; is 

called the co-factor of (i, j)th entry Aj of A, and may be denoted by Ci Thus 

C Co-factor of (i,j)th entry of a matrix A 

= (-1 det Ai, where Ajy is the (n -1)x (n-1) 
sub-matrix of A, obtained by deleting the ith row and the jth col. of A. 

Taking i= 1 and r = 2 (say) 

a1Ca+ ai2Caa+ a13Cas 
= a11-1° det Az1 + a12.-1)° det A22 Remarks: 

+13.-1) det A23 In terms of co-factors, the expansion of the determinant ofa square matrix 

A [ajlners 

det A= a Cj (expansiun by ith row) =-112.as3-13.4s)+ a12411433-ds1413) 
-a13(411.432-12-431) 

-41141233 t a113d32 + G11412033-12431@13 

Cj (expansion by jth col.) -d11413@32 +134124431 
0. 

10.23. An important Property 
a11 a12 a13 

Remark. The result is quite general and holds for determinants of square 
matrices of all order. Thus ifA = [«jlnx then 

If A =a21 a2 azs|, then 
a31 32 (1) aC= det A if i r 

j-1 
ifir. C= det A ifr =i 

i-i 
2) fA is a square matrix with any one line consisting of zero elements, then 

det A = 0 a=0for some i or j 
Gi) a, CG,=0 () IfA is triangular matriz, then 

detA = product of the diagonal elements. 
ifri. 
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n other words. To find adjoint of square matrix A, replace each 
element of A by its co-factor in | A| and take the transpose, the matrix so 

obtained will be adjoint of A. 

A 
A 0 [:aAj +b1B1 + c1C=A 

A 0 aAz +b,B,+ c(C2 =0 etc.] 

Example 1. Calculate the adjoint ofA A 

b b A B 
Hence Az B2 C2 Sol. 

bs As B3 

Adjugate determinants or Reciprocal determinants. If all the ele- 
ments in a determinant A be replaced by their co-factors in A, then the 
determinant so obtained is called Adjugate or Reciprocal of A. 

For example in the above example Az is adjugate of A. In generalif 
A is of nth order, then Ag = A"- 

Co-factor of a, (1, 1Jth element = (-1)|d| =d 

Co-factor of b, (1, 2)th element = (-1)*|cl=-c 
Co-factor of c, (2, 1)th element = (-1 |b|=-b 
Co-factor of d, (2, 2)th element = (-1)"|a|=a 

Adj. of A 

EXERCISE 10 (d) 
Example 2. Calculate the adjoint of the diagonal matrix 

d 
A = 0 

0 

0 1. IfA= 

0 Verify that det. (AB) = (det. A) (det. B). 

[1+i i5i+21 Sol. Co-factor of d = 1| dhds 2 IfA=5 -1 
7 

Co-factor of dh = ( 444 Verify that det. A = (det. A) 

where the bar indicates the complex conjugate. 
Co-factor of d =-1|0 ddda 3. IfAA' =I, then | A|=*1. 

4. I4' is the reciprocal determinant of a determinant A of order n, then 

A'= A(proceed as in example 5).
Prove that if A and B are two square matrices of order n, then 

A'B=|AB'| = |A'B'|=|AB| 

dds . dads Adj. of A =| dzd o- dd 5. 
0 0 

This shows that adjoint of a diagonal matrix is a diagonal matrix. 

Example 3. Calculate the adjoint of A, where A°B|=|AB 
101. Adjoint of a Square Matrix 

Det. 1fA = [(4;] is a square matrix of order n, and A; is the cofactor of 
aij in |A L then the matrix 

Sol. Co-factor of 1, (1, 1)th element A11 A1 A 
-1-2)=-3 A12 An An2 | Al-| . 

Co-factor of 2, (1, 2)th element An Az Ana 

- (1+4)=-5 is called the adjoint ofA and is written as adj. A. 
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Co-factor of 3, (1, 3)th element 

dj 
daj 

Co-factor of 1, (2, 1)th element 

nj 
=-1|í -2-3=1 aj + 4,202jt... tainj 

= aAj + a2Ap + +iAjn 1) 
Co-factor of-1,(2, 2)th element Now we know from determinants that in a determinant | A | if the 

elements of any row are multiplied by their corresponding co-factors and 

added, the result is | A|, and if elements of any line are multiplied by the 

co-factors of any parallel line and added, theri the result is zero. 

Thus, R.HS. of (1) = 0 ifi *j 

d.9-7 
Co-factor of 2, (2, 3)th element 

-(1+4)=-5 =A ifi-j 
Thus (,th element of A(adj. A) = 0 (i j) 

Co-factor of-2, (3, 1)th element = |A|ifi=j 

-- -4+-7 
This shows that all the diagonal elements of A (adj. A) are each equal 

to A| and non-diagonal elements are zero. 

A 0 0 0 
Co-factor of 1, (3, 2)th element A 0 

Hence A (adj. A) = |0 0 A 0 

- -@-9-
A 

Co-factor of 1, (3, 3)th element 
0 0 

--"|i -i-1-)--3 1 0 0 

= A|0 = A| 0 1 0 

00 Adi, of A= 
Similarly, 
(, Hth clement in (adj. A)A 

1028. Theorem. IfA be a n-square matrix, then prove that 

(K.U. 1995 5) Fanal Aadj.A) = (adj. A) A = |A| 

where I, denotes the unit matrix of order n. ****

*** 

A l4l be n-square matrix. 

Adj A [Al, where Ay is co-factor of a, in |A| 
[ayl, where ay= Aj 

Proof Let 
**** 

a14y+ay t. + Ginj 
= AdjtAz djt +Ani4j 
a1Ai+ ayAzit .. +GAni 

= [A| ifi=j 
ifij 

To find the product of A (adi. A) 
(i th element of A (adj. A) 

sum of the products of the corresponding elements of the 
ith row ofA and the jth col. of adj. A 

(By remark Art. 10.23) 
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Co-factor of 1,(3, 1th element 2-3-1 
Co-factor of 2, (3, 2)th element --2-4--5 
Co-factor of 3, (3, 3th element = (-1 -2-3-1 

0 

= [A|L 1 (adj. A) (A) = |A|| 0 
* 

** 

Hence A adj. A) = (adj. A)A = |A|L 
Cor. If A is a non-singular matrix of order n, then 

adj. A = |A|-1 

Proof. A (adj. A) = |A|I 

Taking determinant of both sides 

A (adj. A) l= ||A|I| 

Adj. A = 

A A (adj. A) = 

A|| adj. A|=[A|" : JAB|=|A||B|.|I|=1] or 
Al0, dividing by |A| 

adj. A= |A| 
But 

[2.(-1)+ 1.(-7)+3.5 2.3 + 1.3 +3.(-3) 2.(-1) + 1.5 +3.(-1) 
= 3.(-1)+ 1.(-7) +2.5 3.3 + 1.3+ 2.(-3) 3.(-1)+ 1.5 +2.(-1) 

1.(-1)+2.(-7)+3.5 13+2.3+3. (-3) 1.(- 1)+2.5+3(-1) 
Example 4. Find the adjoint of matrix 

6 

|=1A| 
and verify the theorem A(adj, A) = (adj. AJA = |A |. 

(M.D.U. 1980 S ; K.U. 1995 A) 

Sol. 1Al=3 i 
A (adj. A) = |A|ls 

Similarly, it can be shown that (adj. AJA = |A|. l 
Hence the verification. 

operate Col. 1-2 Col. 2; Col. 3-3 Col. 2 Example 5. Prove that adjoint of a unt mari* is a unit matrir. 

Sol. Let I, be the unit matrix of order n. 

3--3-3- th element of adj. I, = Co-factor of (, îth element in I 

= 1 or 0 according as i = j or i =j 

Co-factor of 2, (1, 1th element -3-4-1 
( Ina unit matrix, co-factor of diagonal element is 1 

whereas co-factor of non-diagonal element is zero) 
Thus adj. I, = l 

Co-factor of 1, (1, 2th element - -(9-2)-1 Example 6. Prove that adj. A' = (adj. A)', whereA is any square matri. 

Sol. Let A be any square matrix of order n, then adj. A' and (adj. AY 
are both square matrices of order n. 

G th element of (adj. A' 

Co-factor of 3, (1, 3)th element |i261 -5 
Co-factor of 3, (2, 1)th element -- =-(3-)-3 , ith element of (adj. A) 

= the co-factor of (, jJth element in the matrix KA 

the co-factor of (, iîth clement in A' 
= (, Jth element of adj. A' 

Co-factor of 1,(2, 2)th eiement = 3=6-3=3 
Co-factor of 2, (2, 3th ekment- -4-1)=-3 Hence adj. A' = (adj. AY. 
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3. (a) adj. A = 0 Example 7.1fA is a sy1metric matrix, thenprove that adjointA is also 

Symmetric. 

bg 
gh-af 

hf-bg gh-af ab - h 

Sol. Let A be a symmetric matrix, then A' = A 

Se-ch bc-P 
Se- ch ca -

hf- 
(adj. A) = adj. A' (Prove as in Example 6) 

(b) 
IA'= A = adj. A 

(adj. A) is a symmetric matrix. which is also a symmetric matrix. 

1029. Inverse ofa Square Matrix 

K Y Definition. Let A be an n-square matrix. If there exists an n-square 
matrix B such that 

EXERCISE 10 (¢) 

Define adjoint of a matrix. 

2. Calculate theadjoints of the following matrices 

AB BA = I,, thenn 
the inatrix Ais said to be invertible and the matrix Bis called the inverse of 
the matrix A: 

Note 1.From the definition given above, it is very clear that if B is the inverse 
(K.U. 1992) ofA, then A is also the inverse of B. 

2. A non-square matrix does not have any inverse 
heorem. Inverse of a square matrix, ifit exists is unique. 

(a) Given a triangular matrix 

(M.D.U. 1980 S; KU. 1980) 
Proof Let A be any n-rowed square invetible matrix. 
If possible, let B andC both be inverses ofA.

AB BA =I, find adjoint matrix of A. Is adjoint A also a triangular matrix ? 

(b) Given a symmetric matrix 
(1) 

Bis inverse of A} 

-2) 
Cis inverse of A 

and AC= CA=I 

Since A, B, C are all square matrices of the same order n. 

The product CAB is defined and

CAB C(AB) = Cl,

By finding the adjoint ofA, show that adjoint of A is also a symmetric matrix. 

A. If 
[Using (1)] 

--3) 
Using (2) 

3 0 
Again, Verify A (adj. A) = (adj. AJA = |A|l3, 

where A=determinant of-A. 
Fnd'he adjoint matrix of 

cos 
A= sina 

CAB (CA)B = 1,B 
(K.U. 1975 s, 76) = B 

4 From ) and (4), we get 
B C a Sin a 

COs a 
Thus, inverse of A is unique. 

Note. The inverse of A shall, in general, be denoted by A. 
and verify that 

30. Singular and Non-singular matrix A (adj. Aj = (adj. AJA = |AJI 

where Iis the identity matrix of order 3. Def.A square matrixA is said to be singular or non-singular accordin8 as |A = 0 or |A|0. 

For example, the matrix| lis singular and is non-sR 

(M.D.U. 1981 S) 

Answers 

--1 11 gular. 
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M031. Theorem ExampleT.Find the inverse of matrix 
The necessary and sufl+cient condition for a square matrix A to 

possess the inverse is that| A|0(i.e., A is non-singular). 
(K.U. 1995 A, 92 ; M.D.U. 1980) 

where ad - bc * 0. (K.U. 1979s) 
Proof. The condition is necessary. Given that A is invertible (i.e., A 

possesses inverse), to show that A is non-singular. Sol. Given matrix is 

Apossesses inverse. 
Let B be the inverse of A. JA-|¢ 

ad-be 0 
AB BA=ln By def. of inverse] 

ie., Ais non-singular, A possesses inverse
Taking determinants, we get 

AB =|BA|= |I,|= 1 

A.B|=1 0 
But A| and |B| are scalars (numbers) 

A0. 

Adj. A 
ie 

Aadj. A 
A 

ad - bc ad bc 

A is a non-singular matrix. C 
ad - be ad- bc

The condition is sufficient. Given that A is non-singular. To show that 

A=ad-be) 
Remark. This example gives the inverse of every non-singular 2 x 2 matr 

A has inverse. 

Ais non-singular, |A|«0 for different values of the element a bGd 
Consider the matrix B= 

A 

TAI xample 2. D is thé diagonal matri 

Now 
0 

JATlAL=L where none of the elements d, dp dz d, is zero. Find D. M.D.U. 1991) 
0 

Also BA= /2d.A AXA) 
Sol d2 0 D= 

d IAAL= 
AB BA 

0 

Thus, 0 

Ais invertible and B is its inverse. 

A=B=adj. A 
A 

Remember. If A is non-singular, then 

d 

= dddad,0 none of d, dz d, d, is zero] 
Aadi A 

Now co-factor of dh= (-1)¥ |o oddde 
0 

Note. The above theorem gives us one of the methods to compute the inverse 
of a non-singular matrix. We illustrate the method by examples given below. Similarly, co-factors of dz ds, ds are respectively didsds ; ddda ddda 
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A is non-singular and A exists 

31 1 

[ ddyds 0 0 
0 dydzd 

ddads 0 4 10 
adj. A = 0 

(Replacing each elemeat 
by its co-factor) 

0 
0 dydads adj. A = 14 21 0 

46 30 14 
Adj. A 

Now A AT addsds 34 
adj. A = 10 

46 
30 ie. 0 

31 -21 -44 o 00 0 

0 0 

Hence Aad. A 
TAT 1000 70 70 70 0 0 

0 

A= 
0 

ie, d 
d- 0 

d 

0 
0 

0 
0 0 

Hence if D= diag. [4, d, ds, ds], where daddsds »0 
D= diag. [d',4,ds',d' 

Remark, The method is quite general and can be extended to a non-singular 
diagonal matrix of any order. 

Example 3. Find the inverse of the matrirA given by 

S2.Theorem emas then 

(a) IfA is invertible, then so is Al and (A-)-l= A. (K.U. 1976) (6)IfA and B are square matrices of order n, then AB is invertible if and only if A and B are invertible and then 
(AB)=BlA. 

Proof. (a) As A is invertible. A exists 
AA= A A=I. 

(M.D.U. 1981 S ; K.U. 1989) 
8. (Type K.U. 1994 A; M.D.U. 1979 S) 

and 

This shows (by def.) that A* is also invertible and inverse of A is A Sol. Here i.e., (A= A. 
AB=A|.|B| 
AB 0,if and only if |A|=0 and |B|=0 

A= 
ie, AB is non-singular, if and only if A and B are both non-singular, which is the samne as Operate Ri-3. Ra, 

AB is invertible if and only if A and B are invertible. Let A and B be invertible and their inverse be Aand B.All these matrices A, B, A",B-are squared matrices of same order n. Now (AB) (BA)= A(BB)A 
= (AN)A = AA = I 

Again (B A(AB) =B*AA)B = B-'IB 
B'B =I 

[Associative law] Expand by Row 1 

1Al--91 -714-24)-70«0. 
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A-, B and (AB) all exist. 

Also we know that for every noil-singular matrix P, 3 3/2 

PTP 
(i)|-5/4 -1/4 - 3/4 

-1/4 1/4 1/4 Padi P 
7. Not necessarily. adj. P = |P|P-

Putting P= AB in (1), we have 

adj. (AB) = |AB| (AB)1 
= |A||B|BA (Reversal Law) 

ORTHOGONAL AND UNITARY MATRICES 

1034. Orthogonal Matrices 
A square matrix A is said to be orthogonal if A'A = AA' = I. 

=A ||B adj. 
B 

B adj.A 
A i.e., if A'= A 

= (adj. B) (adj. A). For example, the matrices|
EXERCISE 10 () 

1. Define the inverse of a matrix, and show that whenever it exists, it is unique, 
2. Prove that a square matrix A is invertible if and on:y it,| A| #0, where | A| 

(K.U. 1973) 
3. Prove that the inverse of product of two matrices is equal to the product of the ir 

(M.D.U. 1981 S) 

cos 
sin n 0 

2 sin 0 
cos N 

denotes the determinant of A. 

v6 
1 inverses but in reverse order. 

4. Calculate the inverse of the following matrices whenever exists: 

[3 1 1 are orthogonal. 

D.U. 1981) [One can verify AA' = I in each case.] 

Every identity matrix is orthogonal. 

1035. The determinant of an orthogonal matrix is : 1 

For, if A is an orthogonal matrix, then 

AA' =I 
AA'|=|I| 

(K.U. 1991s) 

00 1 
5. IfA=|0 1 0 

AI.|A'|=I C AB=JA|.|B| and|I|=1) 
A.JA|=1 

AP=1» Ja|=*1. 
A']=|AD Show that A=A. 

Let A and B be invertible square matrices of order n. Does (A + B) exist ? 

Justify by giving example. 
7. If Bisnon-singular, prove that

(M.D.U, 1980 S) 
6. 

An orthogonal matrir is said to be proper or inproper according as 

its determinant is 1 or -1. 
Note. () If A is an orthogonal matrix with |A|=1, then each element of A is 

equal to its cofactor in | A|. 
8 AB=1A 

A and B being square matrices of the same order. 
8. IfAis an n-square non-singular matrix, prove that 

adj. A| = |Ar 
(i) IfA is an orthogonal matrix with | A| = -1 then each element of A is equal 

to the negative of its cofactor in | A| 
Hint. Reproduce Ex. 2 Page 301.] 

9.fthe non-singular matrix A is symmetric, prove that A is also symmetric 10. Ifthe matrices A and B commute, then A" and B are also commute. 

Lto36. Theorem 

The inverse and transpose of an orthogonal matrir are orthogonal. 
Proof. Let A be an orthogonal matrix so that 

Answers AA' = I= A'A 
26 Taking inverses, we have 

(AA= 19 
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(A)1.A=I 
(A)'.A- =I 

Ais orthogonal. 

Pis orthogonal. 
Hence, there exists an orthogonal matrix 

AA'= I (A)A =I > A' is orthogonal. P=B A) such that A = BP. 
Also, 

1038. Unitary Matrix 
1037. Theorem 

A square matrix A is said to be unitary if A°A =I= AA°. The product of two orthogonal matrices of the same order is orthogonal. 

(K.U. 1991) 
Proof. Let A and B be two orthogonal matrices of the same order so 

i.e iff A= A 

r example, A=14 iis a unitrary matrix. 
that 

A'A = AA'= I and B'B = BB' = I 
Now, (AB)(AB) = (B'A)(AB) = B'(A'A)B 

= BTB = B'B = I 

For, 

Hence AB is orthogonal. 

Example 1.1fA is a real skew-symmetric matrix such that A +I = 0, 
then A is orthogonal and is of even order. 

Note. Ifeach element ofA is real, then A =A 
A-A 

AA = I = A'A=I Sol. Since A is real skew-symmetric matrix, we have 

A -A 
AA'= - AA 
AA'=-A2 

Unitary matrix over R is an othrogonal matrix. 

10,39. Theorem 
) The transpose of a unitary matrix is unitary. 

(i) Conjugate of a unitary matrix is unitary. 

(i) Conjugate transpose of a unitary matrix is unitary. 

(iv) Inverse of a unitary matrix is unitary. 

() Product of two unitary matrices is unitary. 

(vi)- The determinant of a unitary matrix has absolute value 1. 

AA'=I ( A+I = O »- A*=1) 
Ais orthogonal. 

AA'|= |A r=1 
A0. 

Also, (K.U. 1989 S, 90 S) 

Since A is skew-symmetric and |A|*0. 
Ais of even order. 

[: By Ex. 3. Page 284; Determinant of a skew-symmetric matrix of 
odd order is always zero. 

Example 2.IfA and B are two non-singular matrices of the same order 
such that AA' =BB', show that there exists an orthogonal matrix P such that 

(K.U. 1989 s, 90 S) 

Proof.() Let A be a unitary matrix. 
AA= I 

(A°AY = ¥ 

A'(A=I 
A'(A)' = I A(A)° =I A BP. 

A is unitary. 

(i) Proof is simple. 

(ii) Proof is simple. 

(iv) If A is a unitary matrix, then 

Sol. Since AA' BB, 
A and B must be of the same order. 
Let A BP 

P BA (: Bis non-singular, Bexists) 
PP' (BA) (BAY 

BA)A' (E) 
= B(AA)B) 

= B(BB)B) 

- (BBX(B)BT) = II=I 

AA= I 
(A°A)= 

A(A= I 

A(A)°=II 
A is unitary. 

(v) Let A, B be two unitary matrices. 

A'A = I = AA" 

Now, 

( A'A= BB) 



{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }

